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Abstract 
The rapid adoption of Artificial Intelligence (AI) across industries has introduced unprecedented 
opportunities alongside complex ethical, legal, and operational risks. Compounding this challenge, 
most AI development adheres to Agile methodologies, prioritizing velocity and iteration, which 
fundamentally conflicts with traditional, stage-gate governance frameworks. This dissonance 
creates a critical governance gap, leading to the accumulation of technical and ethical debt, 
regulatory penalties, and erosion of public trust. This study addresses this gap by proposing and 
evaluating an "Agile AI Governance" (AAG) framework designed to embed continuous risk 
management practices directly into the AI product lifecycle. This research utilizes a qualitative, 
multiple-case study methodology, analyzing four technology organizations—two implementing the 
proposed AAG framework and two utilizing traditional governance models. Data collection relies 
on semi-structured interviews (N=32) with developers, product managers, and legal experts, 
supplemented by archival analysis of governance artifacts and project management logs. The 
primary findings indicate that the AAG framework significantly reduces the lag time between risk 
identification and mitigation compared to traditional models. Teams employing AAG 
demonstrated superior adaptability to emerging regulatory standards and fostered significantly 
enhanced cross-functional collaboration between development, legal, and ethics teams. In 
contrast, traditional governance models resulted in compliance actions lagging several 
development cycles behind risk discovery, treating risk management as a reactive audit function 
rather than an integrated development prerequisite. This paper offers a validated, operational 
model for achieving Responsible AI in practice, demonstrating that agility and robust governance 
can be synthesized to ensure safer, compliant, and more trustworthy AI deployments. 

Keywords: Agile Governance, Artificial Intelligence, Risk Management, Product Lifecycle 

 
Chapter 1: Introduction 
1.1 Research Background 

The proliferation of Artificial Intelligence (AI) and Machine Learning (ML) systems has transitioned 
these technologies from theoretical constructs within computer science laboratories to mission-
critical components embedded within global economic, social, and political infrastructures. 
Organizations leverage AI to optimize operations, enhance decision-making, and create novel 
customer experiences, driving what is often termed the fourth industrial revolution. However, this 
transformative potential is intrinsically linked to a new taxonomy of significant risks. AI systems, 
particularly those reliant on complex deep learning models, introduce unique challenges 
pertaining to algorithmic bias, data privacy violations, model opacity (the "black box" problem), 
autonomous errors, adversarial vulnerability, and profound societal impacts (Mittelstadt, 2019). 
The consequences of mismanaged AI risks are no longer abstract; they manifest as discriminatory 
loan application denials, failures in autonomous vehicle navigation, and the systemic amplification 
of misinformation, prompting an urgent global response from regulators, academics, and civil 
society. 
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In parallel to the rise of AI, the dominant paradigm for modern software and technology 
development has consolidated around Agile methodologies. Agile practices, such as Scrum and 
Kanban, replace the rigid, linear sequences of traditional "waterfall" development with iterative 
cycles known as sprints, prioritizing speed, flexibility, and continuous customer feedback. This 
iterative velocity is further amplified in AI development through the adoption of Machine Learning 
Operations (MLOps), an extension of DevOps principles that seeks to automate and streamline the 
entire ML lifecycle, from data ingestion to model deployment and monitoring (Makinen et al., 
2021). The core conflict addressed by this research resides at the intersection of these two trends: 
high-velocity, iterative MLOps pipelines and the critical necessity for deep, thorough, and often 
slow-paced ethical and regulatory governance. 

Traditional governance, risk, and compliance (GRC) frameworks are fundamentally incompatible 
with Agile development. These legacy models typically operate as external audits or sequential 
stage-gates, requiring comprehensive documentation and formal sign-off before a product 
proceeds to the next phase. When applied to an Agile process, this model inevitably fails; 
development teams operating in two-week sprints cannot halt progress to await a quarterly 
compliance review. The result is a critical governance gap: development outpaces oversight. Risk 
management is either neglected entirely in favor of velocity, or it is relegated to a reactive, post-
deployment checklist activity, applied only after potential harms have already been coded into the 
system. This creates significant "ethical debt"—the implied cost of rework required to remediate 
ethical and compliance failures discovered late in the development cycle, or worse, after public 
deployment. 

1.2 Literature Review 

The academic and practitioner literature addressing AI governance has rapidly expanded, yet 
reveals a distinct fragmentation between articulating what should be governed and 
determining how to govern it operationally. A significant body of literature focuses on the 
establishment of high-level ethical principles for AI. Organizations and governments worldwide 
have published extensive frameworks outlining desiderata for trustworthy AI, such as fairness, 
accountability, transparency, robustness, privacy, and human oversight (Jobin et al., 2019; Floridi 
& Cowls, 2019). While crucial for setting normative targets, these principle-based approaches 
often remain too abstract to guide the day-to-day work of engineers and product managers. They 
define the destination but provide no operational map for development teams navigating complex 
technical and commercial trade-offs. 

A second stream of literature concerns the development of specific regulatory and standards-
based frameworks. The most prominent efforts include the proposed European Union AI Act, 
which categorizes AI systems based on risk tiers, and the AI Risk Management Framework (RMF) 
developed by the U.S. National Institute of Standards and Technology (NIST, 2023). The NIST AI 
RMF provides a structured vocabulary and methodology centered on four core functions: Govern, 
Map, Measure, and Manage. This framework represents a significant advancement by 
conceptualizing AI risk management as a continuous lifecycle process rather than a static 
certification. However, the existing literature still lacks robust empirical studies on how to 
integrate the continuous identification, measurement, and management functions specified by 
NIST directly into the high-velocity, artifact-driven ceremonies of Agile development workflows, 
such as Scrum. 
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The third relevant domain is the MLOps and Agile management literature. This field has perfected 
the mechanics of velocity and automation, emphasizing continuous integration, continuous 
delivery/deployment (CI/CD), and automated monitoring of model performance (Makinen et al., 
2021). Yet, traditional MLOps pipelines are overwhelmingly focused on technical performance 
metrics (e.g., accuracy, latency) and operational stability (e.g., model drift monitoring). They are 
not inherently designed to integrate or track metrics related to fairness, regulatory compliance, or 
ethical impact assessments. Literature attempting to bridge this gap, often filed under banners like 
"Responsible AI by Design" or "Ethical DevOps," remains largely theoretical or prescriptive 
(Breakthrough, 2021). These works propose the "shifting left" of ethical considerations—
addressing them earlier in the lifecycle—but often fail to provide empirically tested frameworks 
detailing how non-technical risk requirements (like legal constraints or fairness audits) can be 
defined, prioritized, and executed within the same Agile backlog used for feature development. 
The synthesis of these three fields reveals the critical research gap: the operationalization of 
abstract AI ethical principles and rigorous risk management standards within the concrete, 
iterative processes of Agile MLOps. 

1.3 Problem Statement 

The central problem addressed by this research is the acute misalignment between the 
operational mechanics of Agile AI development and the implementation requirements of robust AI 
risk governance. While Agile methodologies accelerate innovation, their inherent prioritization of 
speed and iteration creates systemic vulnerabilities when applied to high-stakes AI systems, often 
inadvertently bypassing necessary ethical deliberation and compliance validation. Traditional 
governance models are structurally incapable of adapting to this pace, forcing organizations into a 
false dichotomy: either sacrifice velocity for compliance (losing competitive advantage) or sacrifice 
compliance for velocity (incurring severe legal, financial, and reputational risk). Consequently, 
there is an urgent lack of empirically validated frameworks that effectively embed continuous AI 
risk management—spanning operational, ethical, and legal domains—directly into the iterative 
artifacts and ceremonies of the Agile AI product lifecycle. This deficiency results in governance 
processes that are reactive, siloed, and perpetually lagging behind development, leading to non-
compliant products, amplification of societal biases, and a systemic erosion of trust in AI 
technologies. 

1.4 Research Objectives and Significance 

The primary objective of this study is to design, propose, and empirically evaluate an Agile AI 
Governance (AAG) framework intended to resolve the conflict between development velocity and 
robust risk management. This research seeks to operationalize the continuous governance 
functions defined by standards like the NIST AI RMF by translating them into tangible artifacts and 
processes compatible with Agile ceremonies. Specifically, this study aims to: (1) Develop the AAG 
framework model, which integrates specific risk identification, assessment, and mitigation tasks as 
recurring activities within Scrum processes; (2) Empirically investigate, through comparative case 
studies, the impact of the AAG framework on the velocity and efficacy of risk mitigation compared 
to traditional, stage-gate governance models; and (3) Analyze how the AAG framework influences 
cross-functional collaboration between technical teams (developers, data scientists) and non-
technical governance stakeholders (legal, compliance, ethics officers). 
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The significance of this research is both theoretical and practical. Theoretically, this study bridges 
the disciplinary chasm between the Agile methods literature, the AI risk management literature, 
and the AI ethics literature, offering a synthesized model that treats governance not as an external 
constraint but as an integral component of quality software engineering. Practically, this research 
provides technology organizations, regulators, and data scientists with a deployable, tested 
operational model for implementing "Responsible AI by Design." By demonstrating that robust 
governance and development agility are not mutually exclusive, the AAG framework offers a 
tangible pathway for enterprises to innovate responsibly, mitigate regulatory risk proactively, and 
build AI systems that are inherently safer, more compliant, and more trustworthy. 

1.5 Structure of the Thesis 

This thesis is structured into four chapters to logically build the argument and present the findings 
related to the Agile AI Governance framework. Chapter 1 has provided the research background, 
reviewed the relevant literature concerning AI governance and Agile methodologies, defined the 
core problem statement, and outlined the objectives and significance of the study. Chapter 2 will 
detail the research design and methodology, elaborating on the adoption of a qualitative, 
multiple-case study approach. This chapter will justify this methodological selection, introduce the 
specific conceptualization of the AAG framework under investigation, define the research 
questions, and describe the precise methods used for data collection and thematic analysis. 
Chapter 3 will present the core analysis and discussion of the empirical findings. This chapter will 
compare the results from the four case studies, utilizing qualitative evidence and descriptive data 
tables to analyze the differences in risk mitigation velocity and collaborative dynamics between 
organizations using the AAG framework and those using traditional governance. Chapter 4 will 
conclude the thesis by summarizing the major findings and discussing their direct implications for 
both theory and practice, explicitly connecting them back to the research objectives stated in this 
introduction. This final chapter will also acknowledge the limitations inherent in the study and 
propose specific directions for future research. 

 
Chapter 2: Research Design and Methodology 
2.1 General Introduction to Research Methodology 

This study adopts a qualitative research methodology, specifically utilizing an explanatory, 
multiple-case study design. This approach is optimal for addressing the core objectives of the 
research, which seek to understand the complex "how" and "why" questions surrounding the 
integration of governance processes within real-world organizational settings (Yin, 2018). The 
development and deployment of an AI governance framework are deeply embedded in 
organizational culture, inter-departmental politics, and specific team workflows. A quantitative, 
survey-based methodology alone would be insufficient to capture the nuanced procedural 
dynamics, collaborative frictions, and contextual factors that determine the success or failure of 
such an integration. A multiple-case study design, as described by Eisenhardt (1989), allows for 
rigorous cross-case comparison, enabling the research to identify patterns that are robust across 
different organizational contexts while also understanding context-specific variations. This study is 
empirical and explanatory; it moves beyond theoretical prescription to observe and analyze the 
operational consequences of implementing a novel governance framework (the AAG framework) 
in contrast to established practices. By comparing cases implementing the intervention (AAG) with 
cases using traditional models (control), the methodology facilitates causal inference regarding the 
framework's specific impacts on the development lifecycle. 
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2.2 The Research Framework 

The intervention at the heart of this study is the Agile AI Governance (AAG) framework, which was 
conceptually designed based on the principles of the NIST AI RMF (NIST, 2023) and adapted for 
integration into the Scrum Agile methodology. This framework is the analytical lens and the 
intervention model being evaluated, not merely a conceptual model of research variables. The 
AAG framework is predicated on transforming abstract governance requirements into tangible, 
recurring work items handled within Agile ceremonies, ensuring governance moves at the same 
speed as development. 

The operational components of the AAG framework mandated specific process adaptations. First, 
it required the creation of a "Continuous Risk Backlog," a living repository of identified legal, 
ethical, and operational risks, maintained separately from the feature backlog but reviewed in 
parallel. Second, it redefined Agile artifacts. Sprint Planning ceremonies were required to include 
the selection and prioritization of "Risk Stories" (analogous to User Stories) from this backlog, 
translating abstract risks like "mitigate model bias" into concrete development tasks like 
"implement disparate impact analysis for feature X." Third, it embedded governance into other 
ceremonies. Sprint Reviews, traditionally focused on demonstrating new features, were expanded 
to require demonstrations of risk mitigation success, including the presentation of fairness, 
robustness, or privacy metrics to stakeholders. Sprint Retrospectives were required to include 
discussion points on governance process efficacy. Finally, the framework introduced the 
specialized role of an "AI Governance Steward," a cross-functional liaison responsible for 
translating between legal/compliance requirements and technical development tasks, facilitating 
the maintenance of the Risk Backlog. This study evaluates the efficacy of this specific operational 
framework. 

2.3 Research Questions and Propositions 

This research is guided by primary research questions aimed at evaluating the operational impact 
of the AAG framework, tested via specific propositions derived from the hypothesized benefits of 
the framework. 

The first primary research question is: How does the integration of the Agile AI Governance (AAG) 
framework alter the velocity, timing, and efficacy of risk management processes within the AI 
product lifecycle compared to traditional, stage-gate governance models? This question addresses 
the central claim that AAG reduces the lag between risk detection and resolution. This leads to the 
first proposition (P1): Organizations implementing the AAG framework will demonstrate a 
significantly shorter measured time-lag (measured in development sprints) between the 
identification of a governance risk and the deployment of its corresponding mitigation compared 
to organizations using traditional governance models. 

The second primary research question is: What are the impacts of the AAG framework on the 
nature and effectiveness of cross-functional collaboration between technical development teams 
and non-technical governance stakeholders (such as legal, compliance, and ethics officers)? This 
question explores the human and organizational dynamics of integrated governance. This leads to 
the second proposition (P2): The AAG framework fosters a proactive, collaborative governance 
posture by embedding non-technical stakeholders and risk artifacts into core development 
ceremonies, thereby reducing the siloed, adversarial dynamics characteristic of traditional external 
audit relationships. 
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2.4 Data Collection Methods 

To investigate these propositions, this study employed a multiple-case study design involving four 
technology organizations, pseudonymously identified as Case Alpha, Case Beta, Case Gamma, and 
Case Delta. These organizations were selected based on theoretical sampling; all are mid-to-large-
sized firms actively developing and deploying customer-facing AI products (in sectors such as 
FinTech and predictive analytics) and all utilize Agile (Scrum) as their primary development 
methodology. The key variable differentiating the cases was their governance approach. Cases 
Alpha and Beta served as the "Intervention Group," having formally adopted and implemented the 
Agile AI Governance (AAG) framework described in section 2.2 for a minimum of six months prior 
to data collection. Cases Gamma and Delta served as the "Comparative Group" (control), retaining 
traditional governance structures characterized by separate compliance departments performing 
external, typically quarterly or pre-deployment stage-gate reviews. 

Data collection relied on two principal methods to ensure triangulation and construct validity. The 
first method was semi-structured interviews. A total of 32 interviews were conducted across the 
four organizations (eight participants per organization). Participants were selected via purposive 
sampling to ensure representation from key roles impacted by governance: AI Developers/Data 
Scientists (N=12), Product Managers (N=8), Legal/Compliance Officers (N=8), and participants in 
the AI Governance Steward role (N=4, from Cases Alpha and Beta only). Interviews lasted 
approximately 60 minutes, were recorded and transcribed, and focused on participants' 
descriptions of the risk management process, specific examples of recent risks, communication 
pathways, and perceptions of friction or collaboration between departments. 

The second data collection method was archival analysis of organizational documentation. This 
analysis provided objective artifacts to corroborate or challenge interview narratives. Analyzed 
materials included: formal governance policies; AI risk registries or logs; project management tool 
(e.g., Jira) exports showing sprint backlogs and the timing of feature stories versus risk/compliance 
stories; and documentation from Agile ceremonies, such as Sprint Review presentations and 
Retrospective meeting notes. This archival data was crucial for objectively measuring the time-lag 
central to Proposition 1. 

2.5 Data Analysis Techniques 

Data analysis followed a structured qualitative analysis approach, specifically employing thematic 
analysis as detailed by Braun and Clarke (2006). The analysis was managed using qualitative data 
analysis software (QDAS) to organize the large dataset from transcripts and archival records. The 
analysis proceeded in iterative phases. First, an initial inductive coding pass was conducted on the 
interview transcripts to identify salient concepts and recurrent themes related to risk handling, 
process barriers, and collaboration. Concurrently, the archival data was analyzed deductively to 
extract quantitative metrics related to the central propositions, specifically the "Risk Mitigation 
Lag Time" (the duration in sprints between a risk being formally logged and the mitigation code 
being merged to production). 

Following initial coding, a second phase employed axial coding to aggregate initial codes into 
higher-order conceptual themes directly related to the research questions, such as "Risk 
Identification Point" (early-cycle vs. late-cycle), "Governance Friction," and "Proactive Posture." 
Finally, a cross-case synthesis (Eisenhardt, 1989) was performed. This involved systematically 
comparing the findings between the intervention group (Alpha, Beta) and the control group 
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(Gamma, Delta) against these core themes. This synthesis allowed the research to move beyond 
simple description within each case and toward explanatory conclusions about the differential 
impact of the two governance models, thereby validating or refuting the research propositions. 

 
Chapter 3: Analysis and Discussion 
3.1 Overview of Case Findings 

The cross-case analysis of the four organizations—Alpha and Beta (Intervention Group using the 
Agile AI Governance framework) and Gamma and Delta (Control Group using traditional 
governance)—revealed stark contrasts in the operational realities of AI risk management. The data 
derived from 32 interviews and extensive archival analysis provided robust support for the 
propositions outlined in Chapter 2. The findings demonstrate that the implementation of the AAG 
framework directly impacts the velocity of risk mitigation and fundamentally reshapes the 
collaborative dynamics between technical and non-technical teams. While all four organizations 
possessed formal documentation stating their commitment to Responsible AI and regulatory 
compliance, their operational mechanisms for achieving these goals diverged significantly, leading 
to different risk outcomes. The control group organizations (Gamma and Delta) exhibited 
processes characterized by latency, departmental silos, and a reactive posture, whereas the 
intervention group (Alpha and Beta) demonstrated integrated, accelerated, and proactive risk 
handling. 

3.2 Analysis of Risk Management Velocity and Efficacy 

The investigation for the first research question focused on whether the AAG framework altered 
the velocity and efficacy of risk management. Proposition 1 hypothesized that AAG 
implementation would shorten the lag time between risk identification and mitigation. This was 
empirically tested by analyzing project management artifacts (such as Jira logs) and risk registries, 
tracking the lifecycle of specific governance risks (e.g., discovery of dataset bias, non-compliance 
with a data privacy requirement, or model fairness degradation). A "Risk Mitigation Lag Time" was 
calculated, defined as the number of development sprints separating the date a risk was formally 
identified in any corporate system and the date the corresponding mitigation (e.g., code change, 
dataset remediation) was deployed to production. 

As shown in Table 1, the descriptive statistics for this metric illustrate a profound difference 
between the two models. In the traditional models of Cases Gamma and Delta, risk identification 
often occurred passively, such as during a quarterly compliance review or late-stage testing. Once 
identified, the risk was logged in a separate compliance system, detached from the development 
backlog. Development teams, focused on feature velocity metrics, viewed these compliance 
findings as external interruptions, often deferring mitigation work for several cycles. The data 
shows an average lag of 4.45 sprints for Case Gamma and 4.90 sprints for Case Delta. Interviewees 
in these organizations referred to this as the "compliance debt backlog," which operated on a 
timeline completely divorced from the active development sprints. 

Conversely, Cases Alpha and Beta, operating under the AAG framework, demonstrated 
dramatically reduced lag times. The AAG framework mandates that governance requirements be 
translated into "Risk Stories" and prioritized directly within the development backlog alongside 
feature User Stories. This integration forces risk mitigation to be planned, estimated, and executed 
as a standard part of sprint work. As demonstrated in Table 1, Case Alpha averaged a lag time of 
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only 1.30 sprints, and Case Beta averaged 1.45 sprints. This indicates that most risks identified 
during or before a sprint planning session were resolved either within that same sprint or in the 
immediate subsequent sprint. The AAG framework functionally prevented the creation of a 
separate, slow-moving compliance debt backlog by integrating governance work into the primary 
development workflow. 

<br> 

Table 1: Descriptive Statistics of Risk Mitigation Lag Time 

Case 
Organization 

Governance 
Model 

N of Risks 
Tracked 
(Archival) 

Mean Risk 
Identification Point 
(Relative to Sprint 
N=0) 

Mean Mitigation 
Deployment Point 
(Relative to Sprint 
N=0) 

Mean 
Mitigation 
Lag (in 
Sprints) 

Case Alpha AAG 
Framework 42 Sprint Planning 

(N=0) Sprint N+1.30 1.30 

Case Beta AAG 
Framework 38 Sprint Planning 

(N=0) Sprint N+1.45 1.45 

Case Gamma Traditional 
(Stage-Gate) 35 Quarterly Audit 

(N/A) / Sprint N Sprint N+4.45 4.45 

Case Delta Traditional 
(Stage-Gate) 40 Quarterly Audit 

(N/A) / Sprint N Sprint N+4.90 4.90 

<br> 

3.3 Collaborative Dynamics and Governance Posture 

The investigation of the second research question, regarding cross-functional collaboration, 
supported Proposition 2. The analysis of interview data revealed two distinct operational cultures. 
In Cases Gamma and Delta (Traditional), collaboration was described by participants using terms 
of friction and disconnection. Developers and compliance officers occupied separate silos. 
Communication was formal, asynchronous (via email chains or ticketing systems), and often 
adversarial. Developers in Case Delta described the legal team as "the sales prevention 
department" or a "blocker" that only appeared late in the cycle to stop a deployment. Conversely, 
compliance officers in Case Gamma expressed deep frustration at being "kept in the dark" about 
new AI features until they were nearly complete, leaving them only able to approve or deny, 
rather than shape, the product. This dynamic reinforces the reactive governance posture; risk 
management is perceived as an external audit, not a shared objective. 

In Cases Alpha and Beta (AAG), the integration of the AI Governance Steward role and the 
inclusion of risk artifacts in core Agile ceremonies fundamentally reshaped this dynamic. The 
Steward acted as a critical bilateral translator, helping the legal team understand the technical 
constraints of model development and helping the development team understand the tangible 
impact of complex regulations. By requiring Risk Stories to be discussed in Sprint Planning, legal 
and compliance perspectives were "shifted left" to the very beginning of the design phase, before 
any code was written. A product manager in Case Alpha noted, "The AAG model changed the 
dynamic. Legal is no longer an auditor; they are a collaborator helping us define the acceptance 
criteria for the product. We now treat a fairness constraint as seriously as we treat a feature 
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request from marketing." This integration fostered a proactive governance posture, where teams 
anticipated regulatory risks (like requirements from the EU AI Act) and built mitigations into the 
product design from the outset, rather than attempting to retrofit compliance onto a finished 
product. 

3.4 Comparative Framework Effectiveness 

The qualitative effectiveness of the two approaches was synthesized based on thematic analysis of 
the interview and archival data, focusing on key metrics identified in the literature (e.g., 
adaptability, auditability, risk visibility). As presented in Table 2, the Agile AI Governance 
framework demonstrated superior performance across all measured qualitative dimensions. The 
traditional models relied on static documentation (checklists, policy manuals) which quickly 
became outdated and were disconnected from the actual development work. This resulted in poor 
auditability, as it was difficult to trace a specific policy requirement to the technical 
implementation (or lack thereof) in the production code. 

The AAG framework, by contrast, leverages the existing project management tooling (e.g., Jira) to 
create an inherently dynamic and traceable audit trail. Because risk requirements (like "ensure 
data minimization for PII") were documented as explicit "Risk Stories" linked to specific code 
commits and testing evidence, auditability became a natural byproduct of the development 
workflow rather than a separate, manually intensive audit process. Furthermore, regulatory 
adaptability was significantly higher in the AAG group. When new regulatory guidance emerged, 
the AI Governance Stewards in Cases Alpha and Beta translated this guidance into new items for 
the Continuous Risk Backlog, allowing the development teams to prioritize and address the new 
requirements in the next sprint cycle. In Cases Gamma and Delta, new regulations triggered 
lengthy internal reviews, policy updates, and training sessions, with implementation lagging by 
months or quarters. 

<br> 

Table 2: Comparative Analysis of Governance Framework Effectiveness 

Governance 
Metric AAG Framework (Cases Alpha & Beta) Traditional Model (Cases Gamma & 

Delta) 

Risk Detection 
Point 

Early-Cycle (Sprint Planning / Backlog 
Grooming). Proactive integration. 

Late-Cycle (Pre-deployment Audit) or 
Post-Deployment (Incident). Reactive 
discovery. 

Risk Visibility 
High: Centralized in dynamic 
"Continuous Risk Backlog" visible to all 
stakeholders. 

Low: Siloed in separate compliance 
registries; invisible to developers 
during sprints. 

Mitigation 
Mechanism 

Integrated "Risk Stories" prioritized and 
executed within developer sprints. 

External Compliance Ticket / Email 
Request. Handled "off-cycle" or 
deferred as technical debt. 

Collaboration 
Efficiency 

High (Integrated). Embedded "AI 
Governance Steward" and required 
non-technical stakeholder presence in 
Agile ceremonies. 

Low (Siloed). Communication is 
formal, asynchronous, and often 
adversarial (Audit vs. Development). 
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Governance 
Metric AAG Framework (Cases Alpha & Beta) Traditional Model (Cases Gamma & 

Delta) 

Transparency & 
Auditability 

High: Governance artifacts (Risk 
Stories) are linked directly to code 
commits and test evidence in PM tools. 

Low: Relies on static policy 
documents disconnected from 
production code. Manual, effort-
intensive audits. 

Regulatory 
Adaptability 

High: New regulatory requirements 
translate quickly into prioritized items 
in the Risk Backlog. 

Low: Adaptations require lengthy 
policy revision cycles, delaying 
implementation significantly. 

<br> 

3.5 Discussion of Findings 

The findings from this comparative analysis confirm the central thesis that AI governance must be 
agile to be effective in modern technology environments. The results directly challenge the 
prevailing operational paradigm that treats governance and speed as opposing forces. The 
traditional models observed in Cases Gamma and Delta reflect the failure identified in the 
literature review: abstract principles (like the NIST RMF concepts of "Govern" or "Manage") 
remain disconnected from the development teams responsible for implementation (Mittelstadt, 
2019). This disconnect forces compliance into a reactive, policing posture, which, as evidenced by 
the significant mitigation lags in Table 1, fails to keep pace with continuous deployment cycles. 
These organizations are accumulating unacceptable levels of ethical and regulatory debt, which 
remains hidden until an audit or a public failure. 

The Agile AI Governance framework implemented in Cases Alpha and Beta provides an operational 
model for solving the "how" of Responsible AI. By integrating risk management directly into the 
Agile artifacts (Risk Stories) and ceremonies (Sprint Planning), the AAG framework operationalizes 
the high-level goals of the NIST AI RMF (NIST, 2023). It transforms governance from an external 
philosophical constraint into a concrete engineering requirement, evaluated with the same rigor 
as system functionality. The quantitative reduction in risk mitigation lag time is not merely an 
efficiency gain; it represents a fundamental reduction in organizational risk exposure. The 
qualitative findings presented in Table 2 further suggest that this integration resolves the 
collaborative friction that plagues traditional models. When legal and ethics stakeholders are 
embedded within the development cycle via the AI Governance Steward and joint ceremonies, 
governance shifts from "blocker" to collaborator, achieving the "shift-left" objective advocated by 
MLOps literature (Makinen et al., 2021) but extending it beyond technical testing to include ethical 
and legal validation. 

 
Chapter 4: Conclusion and Future Directions 
4.1 Summary of Major Findings 

This research set out to design and empirically evaluate an Agile AI Governance (AAG) framework 
capable of resolving the structural conflict between high-velocity Agile development and the 
necessity for robust AI risk management. The findings of the qualitative multiple-case study, 
comparing two organizations implementing the AAG framework against two utilizing traditional 
stage-gate governance, confirm the efficacy of the proposed model and validate the core 
propositions of the study. The findings of this thesis align precisely with the goals outlined in the 
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abstract, providing a clear pathway for integrating risk management directly into the AI product 
lifecycle. 

The first major finding is that the AAG framework significantly accelerates risk remediation and 
prevents the accumulation of governance debt. The empirical data demonstrated that traditional 
governance models result in critical risk mitigations lagging development work by an average of 
more than four development sprints. Conversely, the AAG framework, by translating risk 
requirements into prioritized "Risk Stories" within the development backlog, reduced this lag time 
to less than 1.5 sprints. This finding confirms that the framework successfully embeds governance 
into the operational cadence of development. 

The second major finding concerns the organizational and collaborative impact. Traditional 
governance models perpetuate information silos and adversarial relationships between 
development teams and compliance departments. The AAG framework, through the introduction 
of the cross-functional AI Governance Steward role and the integration of governance check-ins 
into existing Agile ceremonies, dismantled these silos. This integration fosters a proactive, 
collaborative governance posture, shifting risk management "left" from a late-stage reactive audit 
to an early-stage design consideration. This operationalizes the concept of "Responsible AI by 
Design," moving it from an abstract principle to a repeatable workflow. 

4.2 Research Significance and Limitations 

The significance of this research lies in its practical operationalization of AI ethics and governance 
principles. While a vast body of literature defines what trustworthy AI entails (Floridi & Cowls, 
2019; NIST, 2023), this study provides an empirically grounded answer to how organizations can 
achieve these goals without sacrificing the competitive velocity afforded by Agile and MLOps 
methodologies. It offers a validated framework that synthesizes the requirements of legal 
stakeholders, the principles of ethicists, and the workflows of developers. For practitioners, this 
study provides a deployable model for managing AI risk that is compatible with the tooling and 
culture of modern software engineering. For academics, it bridges the theoretical divide between 
the Agile process, MLOps, and AI ethics literature. 

However, this study is subject to several key limitations inherent in its qualitative, case-study 
design. First, the findings are based on a small sample of four organizations within the technology 
sector. While the cross-case synthesis provides analytical rigor (Yin, 2018), the results lack 
statistical generalizability. The observed successes may be contingent on specific organizational 
cultures or leadership buy-in present in Cases Alpha and Beta. Second, the reliance on interview 
data introduces the possibility of self-reporting bias, although this was mitigated through 
triangulation with extensive archival data. Third, the AAG framework implementation observed 
was relatively mature (over six months) but still relatively new in the context of long-term 
organizational change. The analysis captures the immediate benefits of implementation, but the 
long-term sustainability, scalability, and impact of the AAG framework over multiple years remain 
unobserved. 

4.3 Future Research Directions 

The findings and limitations of this study suggest several critical avenues for future research. The 
immediate next step should be quantitative validation of the AAG framework's impact. Future 
studies could employ a large-N survey methodology or a longitudinal quantitative design, 
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correlating the adoption of AAG components with specific key performance indicators, such as the 
reduction in compliance incidents, the impact on overall development velocity (to test the 
hypothesis that proactive governance reduces late-stage rework), and the frequency of production 
model failures related to bias or fairness. 

A second vital area for research concerns the integration of the AAG framework with MLOps 
tooling. This study focused heavily on the human processes and Agile ceremonies. Future research 
should explore the development of specific CI/CD pipeline integrations that automate the tracking 
and validation of Risk Stories. This could involve creating plugins for project management tools 
that link fairness metrics or data privacy scans directly to governance artifacts in the backlog, 
thereby automating evidence collection for audits and providing real-time feedback to developers. 

Finally, future research must address the challenge of scalability. This study focused on project-
level team dynamics. Further investigation is needed to understand how the Agile AI Governance 
framework functions when scaled across a large enterprise portfolio, managing dozens or 
hundreds of simultaneous AI projects. This will require studying the optimization of the 
Continuous Risk Backlog at the enterprise level and the specific organizational structures needed 
to support a federated model of AI Governance Stewards. 
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