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Abstract

The digitization of cultural heritage and tourism resources has become a pivotal area of
research within computer science and human-computer interaction. As physical
boundaries in tourism are increasingly challenged by global events and sustainability
concerns, Virtual Reality (VR) offers a transformative solution for remote presence and
immersive exploration. This paper investigates the comprehensive application of VR
technology in the digital interaction of tourism exhibition halls. Specifically, we propose
a novel framework, the Adaptive Gaze-Contingent Rendering System (AGCRS), designed
to optimize rendering performance while maintaining high visual fidelity in resource-
constrained environments. By integrating real-time user behavior analysis with
dynamic Level of Detail (LOD) management, the system addresses common latency and
motion sickness issues inherent in current VR tourism applications. We evaluate the
proposed method through extensive experiments comparing it against traditional static
rendering pipelines. The results demonstrate a significant reduction in rendering
latency and a marked improvement in user immersion scores. This study contributes to
the theoretical understanding of digital presence and provides practical architectural
guidelines for the next generation of smart tourism exhibitions.
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1. Introduction

1.1. Background

The tourism industry is currently undergoing a profound paradigm shift, transitioning from
traditional physical visitation models to digitally augmented experiences, often referred to as
Tourism 4.0 [1]. This transformation is driven not only by the rapid advancement of display
technologies but also by the shifting expectations of modern travelers who demand more
interactive, personalized, and accessible cultural experiences [2]. The concept of the "Digital
Exhibition Hall" has emerged as a crucial component of smart cities and digital heritage
preservation strategies [3]. Unlike traditional museums, where interaction is often limited to
passive observation or simple touch screens, digital exhibition halls leverage immersive
technologies to reconstruct historical sites, display artifacts in high definition, and simulate
environments that are otherwise inaccessible due to fragility or geographical distance [4].

Virtual Reality (VR) stands at the forefront of this technological revolution. By creating a fully
immersive synthetic environment, VR allows users to transcend physical space, offering a sense
of "being there" that 2D video or panoramic images cannot replicate [5]. Recent advancements
in Head-Mounted Displays (HMDs) and real-time rendering engines have lowered the barrier
to entry, making high-fidelity VR accessible for public exhibition spaces [6]. However, the
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deployment of VR in tourism contexts is not merely a matter of visual reproduction; it requires
sophisticated interaction design to ensure that the user's journey is intuitive, educational, and
free from physiological discomfort [7].

1.2. Problem Statement

Despite the promise of VR in tourism, several technical and ergonomic challenges persist. First,
the computational cost of rendering photorealistic environments in real-time is prohibitively
high for standalone VR headsets often used in exhibition settings [8]. High latency or low frame
rates can break the illusion of presence and lead to cybersickness, a phenomenon that severely
limits the duration of user engagement [9]. Second, interaction within these virtual spaces is
often unintuitive. Traditional controller-based inputs can be alienating for non-technical
tourists, creating a barrier to immersion [10]. Third, current systems often lack adaptive
mechanisms that respond to user attention; they render the entire scene with uniform quality,
wasting computational resources on areas the user is not looking at [11].

1.3. Contributions

To address these challenges, this paper presents a comprehensive study on optimizing VR
interaction for tourism exhibition halls. Our primary contributions are as follows:

1. We propose the Adaptive Gaze-Contingent Rendering System (AGCRS), a software
architecture that utilizes eye-tracking data to dynamically adjust rendering quality, prioritizing
the user's foveal region [12].

2. We introduce a natural interaction model based on hand-tracking and gaze dwell time,
eliminating the need for complex controllers [13].

3. We provide an empirical evaluation of the system, offering a comparative analysis of
performance metrics (frame rate, latency) and user experience factors (immersion, comfort)
[14].

2. Related Work

2.1. (Classical Approaches to Digital Tourism

Early attempts at digitizing tourism exhibitions relied heavily on panoramic photography and
360-degree video. These methods, while photorealistic, suffer from a lack of true 3D geometry,
limiting the user to a fixed observation point (3 degrees of freedom) [15]. Research by localized
rendering techniques demonstrated that while pre-rendered content offers high visual fidelity,
the lack of motion parallax reduces the cognitive spatial mapping of the user [16]. Furthermore,
web-based virtual tours often utilize WebGL to render static meshes. While accessible, these
implementations frequently struggle with high-polygon cultural artifacts, leading to excessive
loading times and simplified textures that fail to convey the material authenticity of the exhibits
[17].

2.2. Deep Learning and Real-Time Rendering

The advent of deep learning has introduced new possibilities for scene reconstruction and
interaction. Neural Radiance Fields (NeRF) have gained attention for their ability to synthesize
novel views from sparse image sets, offering photorealism that surpasses traditional
photogrammetry [18]. However, the inference time for NeRF models is typically too slow for
real-time VR applications without significant optimization. In the domain of interaction, deep
reinforcement learning has been applied to predict user movement, allowing systems to pre-
fetch assets before they come into view [19]. Studies on foveated rendering have shown that

312



Frontiers in Interdisciplinary Applied Science Volume 2 Issue 2, 2025
ISSN: 3008-1394

reducing peripheral resolution can save up to 60 percent of GPU shading load, yet few studies
have applied this specifically to the texture-heavy requirements of cultural heritage
visualization [20]. Our work builds upon these foundations by integrating heuristic gaze
prediction with standard rasterization pipelines to achieve a balance between performance and
visual quality [21].

3. Methodology

The core of our research is the development of the AGCRS architecture, which integrates real-
time input processing, scene management, and adaptive rendering. This chapter details the
system design and the algorithmic foundations of the proposed solution.

3.1. System Architecture

The system operates on a client-server model tailored for local wireless VR streaming or
standalone high-performance execution. The architecture is divided into three main modules:
the Input Processing Layer, the Logic & State Management Layer, and the Rendering Layer.

The Input Processing Layer handles raw data from the HMD, including head pose (position and
rotation), hand skeletal data, and eye-tracking coordinates. The Logic Layer interprets these
inputs to update the virtual camera and trigger interaction events. The Rendering Layer utilizes
our custom shader pipeline to apply variable shading rates based on the gaze data.

Figure 1: System Architecture - Schematic diagram illustrating the data flow between the VR
HMD, the Edge Server, and the Rendering Engine. The diagram highlights the feedback loop of
the Gaze-Contingent Rendering module.
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Figure 1: System Architecture

3.2. Interaction Logic Implementation

To facilitate natural interaction, we implemented a state machine that transitions between
“Idle’, "Hover’, and "Select’ states based on ray-casting from the user's hand or center of vision.
The following Python snippet demonstrates the logic structure used to simulate the backend
handling of these interaction events.
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Code Snippet 1: Interaction State Manager (Python Simulation)

class VRInteractionHandler:
def init (self):
self.state = "IDLE"
self.dwell time = 0.0

self.selection threshold = 1.5 # seconds

def update(self, gaze target, delta time):

win

Updates the interaction state based on user gaze.
if gaze target is not None:
if self.state == "IDLE":
self.state = "HOVER"
self.dwell time = 0.0
print (f"State changed to HOVER on {gaze target}")

elif self.state == "HOVER":
self.dwell time += delta time
if self.dwell time >= self.selection threshold:

self.trigger selection(gaze target)
else:

if self.state != "IDLE":
self.state = "IDLE"
self.dwell time = 0.0
print ("State reset to IDLE")

def trigger selection(self, target):
self.state = "SELECTED"
print (f"Action Triggered: Information Display for {target}")

3.3. Gaze-Contingent Rendering Algorithm

The most critical component of our methodology is the optimization algorithm. We define a
utility function that balances the visual quality (Q) against the system latency (L). The goal is to
maximize the utility U for every frame rendered. The rendering resolution R varies across the
screen space as a function of the eccentricity angle 6 from the foveal center.

We model the optimization problem as minimizing the discrepancy between the ideal high-
fidelity image and the rendered image, subject to a latency constraint. The shading rate S at a
pixel coordinate (x,y) relative to the gaze point (x4, y,) is calculated using a Gaussian falloff
function.

The core mathematical formulation for the shading rate distribution S(x,y) is defined as
follows:

314



Frontiers in Interdisciplinary Applied Science Volume 2 Issue 2, 2025
ISSN: 3008-1394

(x=xg)*+(y-g)*
S(x' y) = Smin + (Smax - Smin) e 202

Where:
- Smax 1S the maximum shading rate (foveal region).
- Spin 1S the minimum shading rate (peripheral region).

- o controls the radius of the high-quality zone, which is dynamically adjusted based on the
measured frame time.

This continuous function allows for a smooth transition between high and low-fidelity zones,
preventing visual artifacts known as "tunnel vision" that occur with hard-edge foveated
rendering [22].

3.4. Asset Optimization Pipeline

To support the rendering algorithm, 3D assets of exhibition artifacts undergo a preprocessing
stage. We utilize automated mesh decimation to create discrete Level of Detail (LOD) steps. The
system pre-loads these variations into memory.

Code Snippet 2: Dynamic LOD Selector

def select lod(distance to camera, importance score, current fps):

win

Determines the appropriate LOD level for an object.

Args:

distance to camera (float): Meters from user.

importance score (float): 0.0 to 1.0 (is user looking at it?).
current fps (float): Current system performance.
Returns:

int: LOD Level (0 = High, 1 = Med, 2 = Low)

win

base lod = 0

# Distance Logic

if distance to camera > 10.0:
base lod = 2

elif distance to camera > 5.0:

base lod =1

# Performance modifier
if current fps < 45.0:
base lod += 1 # Degrade quality to save frames

# Attention modifier (Importance overrides distance)
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if importance score > 0.8:

base lod = max (0, base lod - 1) # Boost quality

return min(2, base lod) # Clamp to max LOD index

This logic ensures that even distant objects receive high-quality rendering if the user focuses
specifically on them, a crucial feature for examining details in virtual museums [23].

4. Experiments and Analysis

4.1. Experimental Setup

To validate the effectiveness of the AGCRS, we constructed a virtual replica of a historical
ceramic exhibition hall. The environment was built using the Unity 3D engine. The hardware
setup consisted of an Oculus Quest 2 headset tethered to a PC with an NVIDIA RTX 3080 GPU
to simulate high-fidelity rendering requirements, though the software was constrained to
emulate mobile VR processing limits.

We recruited 30 participants (15 male, 15 female, ages 18-45) to navigate the virtual exhibition.
The participants were divided into two groups:

1. Control Group (CG): Standard rendering with fixed LOD based solely on distance.
2. Experimental Group (EG): Using the proposed AGCRS with gaze-tracking integration.

4.2. Performance Metrics

We measured the average Frame Per Second (FPS), the photon-to-motion latency, and GPU
frame time. The data was logged at 100ms intervals.

Table 1: Performance Comparison between Control Group and Experimental Group

Metric Control GroupExperimental  GroupImprovement
(Standard) (AGCRS)

Average FPS 58.4 88.2 +51.0%

Frame Time (ms) 16.9 11.1 -34.3%

VRAM Usage (GB) 4.2 3.1 -26.2%

As shown in Table 1, the experimental group achieved a stable frame rate close to the 90 FPS
native refresh rate of the HMD, whereas the control group frequently dipped below 60 FPS, a
threshold known to induce discomfort [24]. The reduction in VRAM usage also indicates the
efficiency of the dynamic asset management system.

4.3. User Experience Analysis

Subjective feedback was gathered using the Simulator Sickness Questionnaire (SSQ) and the
Presence Questionnaire (PQ). We analyzed the Total Severity Score (TSS) from the SSQ to
evaluate comfort levels.

Figure 2: User Experience and Comfort Scores - A comparison of SSQ and PQ scores.
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Figure 2: User Experience and Comfort Scores
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Figure 2: User Experience and Comfort Scores

The results indicate a strong negative correlation between the frame rate stability provided by

our system and the reported simulator sickness. The Experimental Group reported significantly
lower nausea and disorientation scores.

Code Snippet 3: Data Analysis Script for SSQ Scores

import numpy as np

def analyze ssg(control scores, experiment scores):

wuan

Calculates statistical significance of SSQ reduction.

wuan

mean ¢ = np.mean(control scores)

mean e = np.mean(experiment scores)

std ¢ = np.std(control scores)

std e

np.std(experiment scores)

# Calculate Cohen's d effect size
pooled std = np.sqgrt((std c**2 + std e**2) / 2)

effect size = (mean ¢ - mean e) / pooled std

return {
"Control Mean": mean c,
"Experiment Mean": mean e,

"Effect Size": effect size
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# Mock Data

c_scores = [45, 50, 42, 60, 55]

e scores = [15, 20, 18, 25, 22]

results = analyze ssg(c_scores, e_scores)

print (results)

4.4. Discussion

The data confirms that allocating computational power based on human physiological limits
(foveal vision) is a superior strategy for VR tourism than uniform rendering. Participants in the
Experimental Group spent, on average, 40 percent more time in the exhibition hall, exploring
more exhibits [25]. The interaction log analysis revealed that the "dwell-to-select” mechanism
was initially slower for users accustomed to game controllers but resulted in higher
information retention, as users were forced to focus on the artifacts [26].

However, limitations were noted. Rapid saccadic eye movements occasionally outpaced the
foveated rendering update cycle, resulting in a momentary blur in the peripheral vision. This
latency between eye movement and shading update remains a critical bottleneck for future
hardware iterations.

Table 2: Interaction Metrics

Interaction Type Avg. Time to Select (s) Error Rate (%) User Preference (1-5)
Controller Raycast 1.2 8.5 3.8
Gaze Dwell (Ours) 1.8 2.1 4.4

Table 2 highlights that while the gaze-based interaction is slower, it is significantly more
accurate and preferred by users for the contemplative nature of a museum setting.

5. Conclusion

This paper presented a comprehensive study on the application of Virtual Reality technology in
tourism exhibition halls, proposing the Adaptive Gaze-Contingent Rendering System (AGCRS).
Through a combination of theoretical architecture design and empirical validation, we have
demonstrated that intelligent resource management can resolve the critical trade-off between
visual fidelity and performance in VR.

The research indicates that the future of digital tourism lies not merely in higher resolution
textures, but in smarter, human-centric rendering pipelines. By aligning the computational
workload with the user's biological visual system, we achieved a 51 percent improvement in
frame rates and a substantial reduction in simulator sickness. Furthermore, the hands-free
interaction model proved to be an accessible and immersive method for engaging with cultural
artifacts, lowering the barrier for non-technical users.

Future work will focus on integrating haptic feedback to simulate the tactile properties of
exhibition artifacts and exploring cloud-based distributed rendering to further offload
processing from the headset. As 5G and edge computing infrastructures mature, the framework
proposed in this study can be scaled to support massive multi-user virtual exhibitions,
fundamentally reshaping how humanity accesses and preserves its cultural heritage.
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