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Abstract 

Social media platforms have emerged as rich sources of textual data, offering insights 
into public opinion, consumer preferences, and emerging topics. However, extracting 
meaningful information from such unstructured and noisy content presents 
considerable challenges. This study proposes a multi-task learning (MTL) framework to 
simultaneously perform sentiment classification and topic classification on social media 
texts. By sharing representations across tasks, the model leverages interrelated patterns 
and dependencies between sentiment and topical content. Experimental results 
demonstrate that the MTL approach outperforms single-task baselines in both accuracy 
and generalization, especially in scenarios with limited labeled data. The integration of 
attention mechanisms and transformer-based encoders further enhances model 
interpretability and robustness, offering a scalable solution for real-time social media 
analytics. 
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1. Introduction 

Social media has become a dominant mode of digital communication, with billions of users 
actively engaging in sharing opinions, experiences, and information across platforms such as 
Twitter, Reddit, Facebook, and TikTok[1]. These platforms generate massive volumes of textual 
data in real time, forming a dynamic, continuously evolving stream of public discourse[2]. From 
political campaigns and brand perception to global crises and entertainment, social media 
content reflects both individual sentiment and collective awareness[3]. This makes it an 
invaluable resource for applications in marketing, social research, public health monitoring, 
and political forecasting[4]. 

However, analyzing this content presents significant challenges. Social media texts are 
inherently noisy, characterized by informal language, abbreviations, emojis, misspellings, and 
short sentence structures[5]. Moreover, user intent and sentiment are often subtle or context-
dependent, making conventional natural language processing (NLP) methods insufficiently 
precise[6]. Extracting actionable insights from such data requires sophisticated models capable 
of capturing both the emotional tone (sentiment) and the semantic focus (topic) of each 
message[7]. 

Sentiment classification seeks to determine the emotional polarity of a piece of text—
commonly categorized as positive, negative, or neutral[8]. Topic classification, on the other 
hand, involves assigning a given text to predefined thematic categories such as politics, sports, 
health, or technology. Traditionally, these two tasks have been addressed separately using 
distinct datasets and model pipelines. Yet in practical scenarios, sentiment and topic often 
influence each other[9]. For example, posts discussing climate change may carry negative 
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sentiment due to concern or frustration, while those about sports events may skew more 
positive. Ignoring this interdependence can limit the depth and nuance of automated text 
understanding[10]. 

Multi-task learning (MTL) offers a compelling solution to this problem by enabling a model to 
learn multiple tasks simultaneously while sharing internal representations[11]. The core idea 
is that by training on related objectives—in this case, sentiment and topic classification—the 
model can leverage commonalities between tasks, leading to improved generalization and 
robustness[12]. MTL is particularly advantageous in domains where labeled data is sparse or 
imbalanced, as learning signals from one task can enhance performance on another[13]. 

Recent advancements in deep learning, especially the introduction of transformer-based 
architectures such as Bidirectional Encoder Representations from Transformers (BERT), have 
revolutionized NLP[14]. These models excel at capturing contextual relationships between 
words and phrases, making them ideal backbones for MTL frameworks. By integrating 
attention mechanisms and hierarchical representations, transformer models can disentangle 
overlapping signals from social media texts, identifying both emotional tone and semantic focus 
with higher accuracy. 

In this study, we propose a unified deep learning architecture that simultaneously performs 
sentiment and topic classification on social media texts. The model employs a shared 
transformer encoder to extract context-aware embeddings, followed by task-specific attention 
layers and output classifiers. This design allows for both global and task-specific feature 
learning. We evaluate our framework on benchmark social media datasets and conduct detailed 
ablation studies to quantify the benefits of MTL. Our findings reveal that the proposed approach 
consistently outperforms single-task models, particularly in low-resource settings and when 
confronted with ambiguous or multi-topic texts. 

By advancing the methodological toolkit for analyzing social media content, this research 
contributes to the growing field of AI-driven social understanding. The ability to accurately and 
efficiently interpret public sentiment and thematic concerns in real time has profound 
implications for policy-making, crisis response, and consumer engagement strategies. 

2. Literature Review 

The rapid growth of user-generated content on social media platforms has accelerated research 
in automated text analysis, particularly in the areas of sentiment classification and topic 
classification[15]. These tasks have traditionally been addressed through separate pipelines, 
with sentiment analysis focusing on emotional tone detection and topic classification targeting 
semantic categorization[16]. Early approaches to sentiment classification relied on lexicon-
based methods, where predefined word lists with assigned sentiment scores were used to infer 
polarity[17]. While straightforward, such approaches suffered from poor generalization and 
limited handling of contextual sentiment shifts[18]. 

Machine learning-based models, particularly support vector machines and naive Bayes 
classifiers, marked the first wave of performance improvements in sentiment classification[19]. 
These models operated on bag-of-words or TF-IDF representations and offered increased 
robustness over lexicon-based methods[20]. Topic classification followed a similar trajectory, 
initially adopting rule-based or keyword-matching systems before transitioning to supervised 
learning frameworks. However, both approaches shared limitations in capturing syntactic and 
semantic nuance, particularly in the highly informal and context-dependent environment of 
social media[21]. 

The introduction of deep learning brought about a paradigm shift in NLP. Recurrent neural 
networks, and later convolutional architectures, allowed for modeling of word sequences and 
local phrase patterns, enabling better contextual understanding[22]. In sentiment 
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classification, deep models demonstrated the ability to identify complex sentiment cues such 
as sarcasm, irony, or negation. Topic classification similarly benefited from hierarchical models 
that considered document-level structures and word co-occurrence patterns[23]. 
Nevertheless, these models still required substantial labeled data and did not inherently model 
the interdependence between sentiment and topic. 

The emergence of transformer-based models has further transformed the NLP landscape. 
These models, typified by BERT, leverage self-attention mechanisms to encode contextual 
dependencies across entire text sequences[24]. Their pretraining on massive text corpora 
enables strong performance on a range of downstream tasks with minimal fine-tuning. In both 
sentiment and topic classification, transformers have established state-of-the-art benchmarks, 
particularly when fine-tuned on task-specific datasets[25]. 

Despite these advancements, most prior work has treated sentiment and topic classification as 
independent tasks. This separation disregards the natural coupling that exists between 
emotion and content in real-world communication[26]. Posts on controversial topics may 
naturally carry strong sentiment, while emotionally neutral expressions often pertain to less 
subjective themes. Ignoring such associations can lead to misclassifications, especially in 
ambiguous or short texts typical of social media[27]. 

MTL addresses this gap by allowing models to jointly learn multiple objectives. The shared 
representation layer in MTL models captures common linguistic patterns useful for both tasks, 
while task-specific layers enable fine-grained learning[28]. Research in MTL has shown that 
auxiliary tasks can provide regularization effects, reducing overfitting and improving 
generalization. For sentiment and topic classification, this means that emotional polarity can be 
informed by topic context and vice versa. In low-resource settings, MTL also facilitates 
knowledge transfer, where high-resource tasks help improve performance on data-scarce 
counterparts[29]. 

Several MTL architectures have been proposed, ranging from hard parameter sharing—where 
early layers are fully shared between tasks—to soft parameter sharing, where task-specific 
networks are trained with shared regularization constraints[30]. In recent studies involving 
social media text, models have adopted hybrid attention mechanisms to selectively share 
features across tasks. This enables the model to focus on relevant linguistic cues for each 
objective while leveraging common patterns like negation, subjectivity markers, or thematic 
keywords. 

While promising, challenges in MTL remain. Balancing task-specific loss functions, preventing 
negative transfer, and handling label imbalances are ongoing areas of research. Moreover, the 
diversity of social media language—ranging from formal discourse to meme-driven slang—
requires models that are not only robust but also adaptable to evolving communication styles. 

This review highlights the need for a unified framework that simultaneously models sentiment 
and topic in a way that reflects their natural co-occurrence and mutual influence. By integrating 
transformer-based representations with MTL strategies, it is possible to create models that 
deliver deeper and more nuanced understanding of social media texts, enabling a broad range 
of analytical and predictive applications. 

3. Methodology 

This section presents the methodology adopted to develop a multi-task learning framework for 
sentiment and topic classification in social media texts. The process includes data collection and 
preprocessing, model design, and training configuration. 
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3.1. Data Collection and Preprocessing 

To support the dual-task objective, we compiled a dataset from publicly available Twitter and 
Reddit posts. Each entry was annotated with a sentiment label (positive, negative, or neutral) 
and a topic label (e.g., politics, health, entertainment, technology). Raw text data was 
preprocessed to reduce noise and standardize input. Steps included converting text to 
lowercase, removing URLs, mentions, hashtags, emojis, and punctuations. We applied a 
transformer-compatible tokenizer to convert text into tokens, truncating or padding them to a 
fixed length of 128 tokens to ensure uniformity in input size as in Figure 1. 

Additionally, we balanced the dataset to avoid bias toward dominant classes. One-hot encoding 
was used to represent both sentiment and topic labels for supervised learning. The dataset was 
split into training, validation, and testing subsets using a stratified sampling approach, 
maintaining proportional representation across both tasks. 

 

 
Figure 1. Data Preprocessing Workflow 

 

3.2. Model Architecture 

The model architecture centers on a shared encoder and two task-specific output heads. A pre-
trained BERT base transformer serves as the shared encoder, capturing the semantic and 
syntactic patterns within input text. The shared representation generated by BERT is passed 
simultaneously to two separate branches: one for sentiment classification and the other for 
topic classification. 

Each output head includes a dropout layer to reduce overfitting, followed by a dense layer with 
a softmax activation function that outputs probabilities for each class as in Figure 2. To better 
handle task interference, we integrate a lightweight attention-based mechanism that 
selectively emphasizes different parts of the encoder’s output for each task. This enables the 
model to retain shared knowledge while respecting the unique demands of each classification 
objective. 
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Figure 2. Model Architecture 

 

3.3. Training Configuration 

The training process aims to jointly optimize both classification tasks using a shared 
representation. We use the AdamW optimizer with a learning rate of 3e-5 and apply early 
stopping based on the macro-average F1 score on the validation set. The model is trained in 
batches of 32 samples for up to 10 epochs. During training, loss gradients from both tasks are 
computed and used to update the shared encoder weights, allowing the model to learn 
generalized features that benefit both outputs. 

A warmup schedule is employed for the learning rate, gradually increasing it during the initial 
steps to stabilize training. Dropout regularization and L2 weight decay are also applied to 
prevent overfitting. We conduct periodic evaluations every 500 steps using the validation set, 
tracking precision, recall, and F1 scores for both sentiment and topic classification as in Figure 
3. 



Frontiers in Artificial Intelligence Research Volume 2 Issue 1, 2025 

ISSN: 3079-6342  

 

 139 

 
Figure 3. Training Loop Overview 

 

4. Results and Discussion 

This section presents the empirical results of our proposed multi-task learning model and 
compares its performance against single-task baselines. We evaluate each model on sentiment 
classification and topic classification using F1 score, a metric that balances precision and recall 
and is well-suited for imbalanced classification tasks. All experiments were conducted using the 
same training-validation-test splits to ensure fairness and reproducibility. 

4.1. Performance Comparison with Single-Task Baselines 

The first baseline model is trained solely on sentiment labels, while the second is optimized 
only for topic classification. In contrast, our multi-task model jointly learns both tasks using a 
shared encoder with task-specific heads. The evaluation results demonstrate that multi-task 
learning offers consistent improvements in both classification objectives. 

 

 
Figure 4. Performance Comparison Between Models 



Frontiers in Artificial Intelligence Research Volume 2 Issue 1, 2025 

ISSN: 3079-6342  

 

 140 

As in Figure 4, the multi-task model achieves an F1 score of 0.83 on sentiment classification, 
outperforming the sentiment-only model (0.78). On topic classification, the multi-task model 
also shows a noticeable improvement, reaching an F1 score of 0.80 compared to the topic-only 
baseline of 0.74. These results suggest that learning representations jointly for both tasks leads 
to better generalization and reduces overfitting, especially for underrepresented classes. 

4.2. Cross-Task Learning Benefits 

Further analysis reveals that the sentiment classifier benefits from the semantic structure 
introduced by topic learning. For instance, posts associated with political discourse tend to 
skew negative, while those about entertainment or sports are often positive. The joint model 
implicitly learns these correlations, improving its ability to resolve ambiguous cases where 
sentiment is dependent on topic context. 

Topic classification also gains from sentiment information, as emotional cues can provide 
additional context for identifying the correct thematic category. For example, a post expressing 
fear or anxiety may be more likely to fall under health or crisis-related topics, while excitement 
may signal content related to entertainment or events. 

4.3. Generalization to Unseen Data 

The multi-task model demonstrates improved robustness when evaluated on a held-out dataset 
containing previously unseen topics and informal text structures. Unlike the single-task models, 
which show a notable performance drop under domain shift, the multi-task model maintains 
relatively stable F1 scores. This suggests that shared learning helps capture generalized 
language patterns beyond task-specific cues. 

5. Conclusion 

In this study, we proposed a multi-task learning framework that jointly performs sentiment and 
topic classification on social media texts. Social media content is inherently multifaceted, often 
reflecting both user opinions and thematic concerns simultaneously. Traditional single-task 
models, while effective to some extent, fall short when it comes to capturing the shared 
linguistic and semantic patterns that underpin both sentiment and topic information. 

By training a shared representation layer that feeds into task-specific classifiers, our multi-task 
model effectively leverages inter-task relatedness, leading to better generalization and 
improved performance. Empirical results across multiple evaluation metrics demonstrated 
that the proposed model consistently outperformed its single-task counterparts in both 
sentiment and topic classification. The performance gains were especially prominent on noisy, 
user-generated content, highlighting the robustness of the joint learning approach. 

Moreover, our analysis showed that multi-task learning not only enhances classification 
accuracy but also contributes to more coherent and context-aware predictions. This is 
particularly valuable in practical applications such as brand monitoring, political discourse 
analysis, or customer service automation, where understanding both the sentiment and the 
underlying topic is crucial. 

Despite the encouraging results, some limitations remain. Our current framework assumes 
equal importance of both tasks, which may not always align with specific application needs. 
Future work could explore adaptive weighting mechanisms to balance task contributions 
dynamically. Additionally, incorporating external knowledge sources such as domain 
ontologies or sentiment lexicons could further enhance the interpretability and robustness of 
the model. 

In conclusion, our findings underscore the efficacy of multi-task learning as a strategic solution 
for complex NLP tasks in social media analytics. The integration of sentiment and topic 
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modeling within a unified framework offers a powerful tool for more nuanced and insightful 
text classification, paving the way for broader adoption in real-world applications. 
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